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Preface

About This Manual

This manual is the introduction of QSAN storage system and it aims to help users know the
operations of the disk array system easily. Information contained in this manual has been
reviewed for accuracy, but not for product warranty. Information and specification will be
changed without further notice. For any update information, please visit www.gsan.com and your
contact windows.

Before reading this manual, it assumes that you are familiar with computer skills such as
hardware, storage concepts and network technology. It also assumes you have basic knowledge
of Redundant Array of Independent Disks (RAID), Storage Area Network (SAN), Fibre Channel (FC),
Internet SCSI (iSCSI), Serial-attached SCSI (SAS), and Serial ATA (SATA) technologies.

Technical Support

Thank you for using QSAN Technology, Inc. products; if you have any questions, please contact
QSAN Support. We will reply to you as soon as possible.

. Website: http://www.qsan.com/en/contact_support.php

. Email: support@gsan.com

xii  © Copyright 2016 QSAN Technology, Inc. All Right Reserved.


http://www.qsan.com/
http://www.qsan.com/en/contact_support.php
mailto:msupport@qsan.com

Conventions

QSAN

The following table describes the typographic conventions used in this manual.

Conventions

Description

Bold Indicates text on a window, other than the window title, including
menus, menu options, buttons, fields, and labels.
Example: Click OK button.

<ltalic> Indicates a variable, which is a placeholder for actual text provided
by the user or system.
Example: copy <source-file> <target-file>.

[1square Indicates optional values.

brackets Example: [ a | b] indicates that you can choose a, b, or nothing.

{} braces Indicates required or expected values.
Example: { a | b } indicates that you must choose either a or b.

| vertical bar Indicates that you have a choice between two or more options or
arguments.

/ Slash Indicates all options or arguments.

underline Indicates the default value.

Example:[a|b]
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SANOS Overview

1.1.

1.1.1.

Thank you for purchasing QSAN Technology, Inc. products. QSAN XCubeSAN Storage is a high-
performance storage solutions combining outstanding performance with high reliability,
availability, flexibility, and manageability. Moreover, it is designed for a variety of purposes,
allowing you to perform the enterprise storage features with the web-based SANOS. This chapter
provides an overview of the SANOS and includes a brief explanation of storage terminology.

Introduction to SANOS 4.0

SANOS 4.0 is the heart and soul of XCubeSAN product line. With 64 bit architecture and many
patented technologies, SANOS 4.0 stays ahead of wave in competition to deliver the performance,
availability, reliability, data protection, security and scalability required for enterprise SAN storage.
Version 4.0 has optimized for hybrid storage to support auto tiering and SSD caching. Integrated
support for VMware VAAI and Hyper-V ODX allow XCubeSAN series to perform more efficiently
and run more VMs (Virtual Machine) in virtualized environment.

Software Architecture

In figure 1-1, it shows the SANOS 4.0 software architecture in one controller.

N o ) weu

wojws _aso
SAN Data Services

HAC
(High-Availability Contral)

\| Snapshot
Remote

Figure 1-1  SANOS 4.0 Software Architecture
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The data path is back and forth between host interfaces and disk drives via backplane. The LVM
(Logical Volume Management) is the core to handle these data between them. It provides a
method of allocating space on mass-storage devices that is more flexible than conventional
partitioning schemes. In particular, a volume manager can concatenate, stripe together or
otherwise combine partitions into larger virtual ones that administrators can re-size or move,
potentially without interrupting system use. Of course, it may rely on system resources manager
to arrange the processor time slot and scheduled tasks.

Base on LVM technology, it develops the features of auto tiering, thin provisioning, SSD caching.
Also data backup functions of snapshot, local clone, and remote replication. Upon LVM, QSOE
(QSAN Storage Offload Engine) which we are proud to develop increases the performance of

IOPS and throughputs. Besides, SANOS also supports some data services such as MPIO (Multi-
Path 1/0), MC/S (Multi Connections per Session), Microsoft® VSS (Volume Shadow Copy Service),
Microsoft ODX (Offloaded Data Transfer), VMware® VAAI (VMware vSphere® Storage APIs —.
Array Integration). In the periphery, there are management service daemon to provide user
interface operations, C2F (Cache to Flash) mechanism includes BBM (Battery Backup Module) /
SCM (SuperCap Module) and flash module to protect cache data from power shortage. Enterprise
storage features are all in a box.

1.1.2. High Availability Architecture

In dual-controller architecture, HAC (High

2 © Copyright 2016 QSAN Technology, Inc. All Right Reserved.



1.1.3.

1.2.

1.2.1.

QSAN

Software Features
SANOS 4.0 features the following benefits:

. Brings enterprise storage technology for the administrators to do the data plans for
different circumstances

. Enhanced QSOE 2.0 to improve the system performance higher

. Auto tiering feature is lower the total cost of ownership, increase performance by
intelligently managing data placement, and get the best Cost/Performance combination
according to application

. SSD caching feature is good to increase the applications access performances

. Thin provisioning uses virtualization technology for over-scribed provisioning, dynamic size
and allocate on demand, just-in-time and just-enough

. Includes built-in data backup services for protecting the data from most unpredictable
accidents

. Easy setup and management
. Simple integration into the server environment and application
J Virtualization improvements

In summary, the XCubeSAN system uses latest SANOS 4.0 to ship the overwhelming
performance and advanced enterprise features.

Software Terminology

In this section, we introduce the terms that are used for the XCubeSAN storage system
throughout this manual.

RAID

RAID is the abbreviation of Redundant Array of Independent Disks. The basic idea of RAID is to
combine multiple drives together to form one large logical drive. This RAID drive obtains
performance, capacity and reliability than a single drive. The operating system detects the RAID
drive as a single storage device.

The disk drives in storage are referred to as members of the array. Each array has a RAID level.
RAID levels provide different degrees of redundancy and performance. They also have different
restrictions regarding the number of members in the array.

The following RAID levels are available:
. RAID 0 (Striping, no redundancy)

RAID 0 consists of striping, without mirroring or parity. It has more than two disks in parallel,
as a large-capacity disk. The capacity of a RAID 0 volume is the sum of the capacities of the
disks. There is no added redundancy for handling disk failures. Thus, failure of one disk
causes the loss of the entire RAID 0 volume. Striping distributes the contents roughly
equally among all member disks, which makes concurrent read or write operations on the

SANOS Overview 3
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multiple disks and results in performance improvements. The concurrent operations make
the throughput of most read and write operations equal to the throughput of one disk
multiplied by the number of disks. Increased throughput is the big benefit of RAID 0, at the
cost of increased vulnerability to drive failures.

RAID 1 (Mirroring between two disks)

RAID 1 consists of data mirroring, without parity or striping. Data is written identically to two
drives, thereby producing a mirrored set of drives. Thus, any read request can be serviced by
any member drive. Write throughput is always slower because every drive must be updated,
and the slowest drive limits the write performance. The array continues to operate as long
as at least one drive is functioning.

N-way Mirror (Mirroring between N disks)

It's an extension of RAID 1 level. Data is written identically to N drives, thereby producing a
N-way mirrored set of drives

RAID 3 (Striping, can survive one disk drive fault, with parity on a dedicated disk drive)

RAID 3 consists of byte-level striping with dedicated parity. All disk spindle rotation is
synchronized and data is striped such that each sequential byte is on a different drive. Parity
is calculated across corresponding bytes and stored on a dedicated parity drive. The data
disperses on a different hard drive, even if you want to read short information, it may need
all the hard drive to work. So this is more suitable for large amounts of reading data.

RAID 5 (Striping, can survive one disk drive fault, with interspersed parity over the member
disk drives)

RAID 5 consists of block-level striping with distributed parity. It requires at least three disk
drives. Upon failure of a single drive, subsequent reads can be calculated from the
distributed parity such that no data is lost. RAID 5 is seriously affected by the general trends
regarding array rebuild time and the chance of disk drive failure during rebuild. Rebuilding an
array requires reading all data from all disks, opening a chance for a second disk drive
failure and the loss of the entire array.

RAID 6 (Striping, can survive two disk drive faults, with interspersed parity over the member
disk drives)

RAID 6 consists of block-level striping with double distributed parity. It requires a minimum
of four disks. Double parity provides fault tolerance up to two failed disk drives. This makes
larger RAID groups more practical, especially for high-availability systems, as large-capacity
drives take longer to restore. As with RAID 5, a single drive failure results in reduced
performance of the entire array until the failed drive has been replaced. With a RAID 6 array,
using drives from multiple sources and manufacturers, it is possible to mitigate most of the
problems associated with RAID 5. The larger the drive capacities and the larger the array
size, the more important it becomes to choose RAID 6 instead of RAID 5.

RAID 0+1 (RAID 1 on top of RAID 0)

RAID 0+1 creates a second striped set to mirror a primary striped set. The array continues to
operate with one or more drives failed in the same mirror set, but if drives fail on both sides
of the mirror, the data on the RAID system is lost.
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RAID 10 creates a striped set from a series of mirrored disk drives. The array can sustain
multiple drive losses so long as no mirror loses all its drives.

. RAID 30 (RAID 3 on top of RAID 0)

RAID 30 is the combination of RAID 3 and RAID 0, do RAID 3 first, further RAID 0. It is
composed of multiple sets of RAID 3 stripe access to each other. Because RAID 30 is based
on RAID 3 which requires at least three disk drives, therefore RAID 30 is constituted a
plurality RAID 3, at least six disk drives. RAID 30 can still operate when appearing a
damaged disk drive in disk group of RAID 3. But if any one group of RAID 3 appears two or
two or more disk drives damaged, the entire RAID 30 will fail.

. RAID 50 (RAID 5 on top of RAID 0)

RAID 50 is the combination of RAID 5 and RAID 0, do RAID 5 first, further RAID 0. The

concept is the same as RAID 30. RAID 50 is requires at least six disk drives. Since RAID 50
constitutes stripe of multiple disk group of RAID 5, it has higher performance than RAID 5,
but capacity utilization is lower than RAIDS.

. RAID 60 (RAID 6 on top of RAID 0)

RAID 60 is the combination of RAID 6 and RAID 0, do RAID 6 first, further RAID 0. In other
words, it accesses stripes for more than two groups of RAID 6. RAID 6 needs to have at
least four disk drives, so the minimum requirement of RAID 60 is eight disk drives.

RAID 60 can tolerate maximum two damage disk drives in any disk group of RAID 6, while it
still maintain the operating; but as long as it damages three drives in any group of RAID 6,
the entire RAID 60 will fail. Of course, the probability of this case is quite low.

Compared to a simple RAID 6, RAID 60 binds stripes through multiple of RAID 6. Therefore it
is has higher performance. However, high threshold usage and the capacity utilization rate
are major problems.

Summary of the RAID levels are on the following.

Table 1-1 RAID Levels

Type Description Min. No. of Drives
RAID 0 Disk striping. 1
RAID 1 Disk mirroring over two disks. 2
N-way Extension to RAID 1 level. It has N copies of the disk. N
mirror

RAID 3 Striping with parity on the dedicated disk. 3
RAID 5 Striping with interspersed parity over the member 3

disks.

RAID 6 2-dimensional parity protection over the member disks. | 4
RAID 0+1 Mirroring of the member RAID 0 volumes. 4
RAID 10 Striping over the member RAID 1 volumes. 4
RAID 30 Striping over the member RAID 3 volumes. 6
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RAID 50 Striping over the member RAID 5 volumes.

RAID 60 Striping over the member RAID 6 volumes.

SAN 0S supports hot spare drives. When a member disk drive in array fails, the system
automatically replaces the failed member with a hot spare drive and rebuilds the array to restore
its redundancy. Candidate and spare drives can be manually exchanged with array members. For
more information, see Rebuild section in Advanced Pool Administration chapter.

1.2.2. Pools

A storage pool is a collection of disk drives SAN OS defines three pool types. They are listed on
the following.

. Thick or fat provisioning pool, we use the term of thick provisioning pool on the following.
. Thin provisioning pool
. Auto tiering pool

We describe thick provisioning pool here, and introduce thin provisioning and auto tiering pool in
next Software Features section. A storage pool is grouped to provide capacity for volumes.
Volumes are then allocated out of the storage pool and are mapped to LUN which can be
accessed by a host system. The storage architecture of a thick provisioning pool is on the
following.

DT DT . | Meppings
[

Pools

RAID 5 (Thick Provisioning)

A
1
. v - .
[ | | Emanmn.[.ﬂdjgmlloﬁ |
pisk M Disk pisk  Disk i G Disks
1 2 N+1 N+2. Disk
Chassis

Figure 1-3  Storage Architecture of Thick Provisioning Pool

A thick provisioning pool contains up to 64 disk drives. For more information about pool
operation, please see Configuring Storage Pools section in Storage Management chapter.

Table 1-2 Thick Provisioning Pool Parameters
Item Value
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Maximum Disk Drive Quantity in a Pool 64
(Include Dedicated Spares)

Maximum Pool Quantity per System 64
Maximum Dedicated Spare Quantity in a Pool 8

Disk drives can be added to a thick provisioning pool at any time to increase the capacity of the
pool. Or disk drives can be added to upgrade the RAID level in a thick provisioning pool. These
operations are called migrate. For example, it can migrate RAID 5 to RAID6 by adding disk drives
because RAID 6 needs one more disk space for parity.

Volumes

A volume is a logical disk that is presented to a host system. The capacity is provided by pool.
Each pool can be divided into several volumes. The volumes in one pool share the same RAID
level, but may have different volume capacity.

Figure 1-4  Volume and LUN Relationship in Storage Architecture

A pool contains up to 96 volumes and a system can contain up to 4,096 volumes including
snapshot volumes. For more information about volume operation, please see Configuring Volume
section in Storage Management chapter.

Table 1-3 Volumes Parameters

Item Value
Maximum Volume Quantity in a Pool 96
Maximum Volume Quantity Per System 4,096
(include Snapshot Volumes)

Maximum Host Number Per Volume 16
Provisioning Granularity 1GB
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Maximum Thin Volume Capacity 128 TB

Volume is a basic unit for data backup. Base on the volume, SAN OS provides snapshot, local
clone, and remote replication functions. These terms will be described in next Software Features
section.

LUN

LUN (Logical Unit Number) is a number used to identify a logical unit, which is a device addressed
by the SCSI protocol or Storage Area Network protocols which encapsulate SCSI, such as Fibre
Channel or iSCSI.

The LUN is not the only way to identify a logical unit. There is also the SCSI Device ID, which
identifies a logical unit uniquely in the world. Labels or serial numbers stored in a logical unit's
storage volume often serve to identify the logical unit. However, the LUN is the only way for an
initiator to address a command to a particular logical unit, so initiators often create, via a
discovery process, a mapping table of LUN to other identifiers.

There is one LUN which is required to exist in every target: LUN 0. The logical unit with LUN 0 is
special in that it must implement a few specific commands, most notably Report LUNs, which is
how an initiator can find out all the other LUNs in the target. But LUN 0 need not provide any other
services, such as a storage volume. Many SCSI targets contain only one logical unit (so its LUN is
necessarily 0). Others have a small number of logical units that correspond to separate physical
devices and have fixed LUNs. A large storage system may have up to thousands of logical units,
defined logically, by administrative command, and the administrator may choose the LUN or the
system may choose it.

Table 1-4 LUN Parameters
Item Value

Maximum Quantity of LUN 4,096

In Figure 1-2, two hosts with cluster that access the same disk volume may use the same LUN. So
does the host with MPIO. For more information about LUN operation, please see LUN Mappings
section in Storage Management chapter.

ISCSI

iSCSI (Internet SCSI) is a protocol which encapsulates SCSI (Small Computer System Interface)

commands and data in TCP/IP packets for linking storage devices with servers over common IP
infrastructures. iSCSI provides high performance SANs over standard IP networks like LAN, WAN
or the Internet.

IP SANs are true SANs (Storage Area Networks) which allow several servers to attach to an
infinite number of storage volumes by using iSCSI over TCP/IP networks. IP SANs can scale the
storage capacity with any type and brand of storage system. In addition, it can be used by any
type of network (Ethernet, Fast Ethernet, Gigabit Ethernet, and 10 Gigabit Ethernet) and
combination of operating systems (Microsoft Windows, Linux, Solaris, Mac, etc.) within the SAN
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network. IP-SANs also include mechanisms for security, data replication, multi-path and high
availability.

Storage protocol, such as iSCSI, has “two ends” in the connection. These ends are initiator and
target. In iSCSI, we call them iSCSI initiator and iSCSI target. The iSCSI initiator requests or
initiates any iSCSI communication. It requests all SCSI operations like read or write. An initiator is
usually located on the host side (either an iSCSI HBA or iSCSI SW initiator).

The target is the storage device itself or an appliance which controls and serves volumes. The
target is the device which performs SCSI command or bridge to an attached storage device.

Each iSCSI node, that is, an initiator or target, has a unique IQN, which can have a size of up to
255 bytes. The IQN is formed according to the rules that were adopted for Internet nodes. The
IQNs can be abbreviated by using a descriptive name, which is known as an alias. An alias can be
assigned to an initiator or a target. For more information, please see Configure for iSCSI
Connectivity section in Host Configuration chapter.

Fibre Channel

Fibre channel started use primarily in the supercomputer field, but has become the standard
connection type for storage area networks (SAN) in enterprise storage.

The target is the storage device itself or an appliance which controls and serves volumes or
virtual volumes. The target is the device which performs SCSI commands or bridges to an
attached storage device.

Fibre Channel is the traditional method used for data center storage connectivity. The XCubeSAN
supports FC connectivity at speeds of 4, 8, and 16 Gbps. Fibre Channel Protocol is used to
encapsulate SCSI commands over the FC network. Each device on the network has a unique 64
bit World Wide Port Name. For more information, please see Configure for Fibre Channel
Connectivity section in Host Configuration chapter.

SAS

Serial-attached SCSI offers advantages over older parallel technologies. The cables are thinner,
and the connectors are less bulky. Serial data transfer allows the use of longer cables than
parallel data transfer.

The target is the storage device itself or an appliance which controls and serves volumes or
virtual volumes. The target is the device which performs SCSI command or bridge to an attached
storage device.

XCubeSAN supports direct SAS host attachment providing easy-to-use, affordable storage needs.
Each SAS port device has a worldwide unique 64-bit SAS address and operates at 12 Gbps.

Software Features

In this section, we describe the software features of SAN OS.
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Thin Provisioning

Thin provisioning, in a shared-storage environment, provides a method for optimizing utilization
of available storage. It relies on on-demand allocation of blocks of data versus the traditional
method of allocating all the blocks up front. This methodology eliminates almost all whitespace
which helps avoid the poor utilization rates, that occur in the traditional storage allocation
method where large pools of storage capacity are allocated to individual servers but remain
unused (not written to). This traditional model is often called "fat" or "thick" provisioning.

With thin provisioning, storage capacity utilization efficiency can be automatically driven up
towards 100% with very little administrative overhead. Organizations can purchase less storage
capacity up front, defer storage capacity upgrades in line with actual business usage, and save
the operating costs (electricity and floor space) associated with keeping unused disk capacity
spinning.

A thin provisioning pool is a collection of disk groups which contain disk drives. The same, a
storage pool is grouped to provide capacity for volumes. Volumes are then allocated out of the
storage pool and are mapped to LUN which can be accessed by a host system. The storage
architecture of a thin provisioning pool is on the following.

[

Volumes

RAID 5 (Thin Provisioning) Pools

G =)
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| | Expansion

isk Disk
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Figure 1-5  Storage Architecture of Thin Provisioning Pool

Disk groups which contain disk drives can be added to a thin provisioning pool at any time to
increase the capacity of the pool. For simplifying usage and better performance, every disk group
must have the same quantity of disk drives. A thin provisioning pool can have up to 32 disk
groups with each disk group containing up to 8 disk drives. The maximum capacity of each disk
group is 64TB. So the maximum capacity in a system is 256 TB. For more information, please see
Thin Provisioning chapter.

Table 1-5 Thin Provisioning Pool Parameters
Item Value

Maximum Disk Group Quantity in a Pool 32
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Maximum Disk Drive Quantity in a Disk Group 8

Maximum Disk Drive Quantity in a Pool 256 (= 32 x 8)

Maximum Capacity of a Disk Group 64 TB

Maximum Thin Provisioning Pool Capacity per System 256 TB
NOTE:

Thick Provisioning vs. Thin Provisioning: The efficiency of thin or thick
provisioning is a function of the use case, not of the technology. Thick
provisioning is typically more efficient when the amount of resource used
very closely approximates to the amount of resource allocated. Thin
provisioning offers more efficiency where the amount of resource used is
much smaller than allocated, so that the benefit of providing only the
resource needed exceeds the cost of the virtualization technology used.

Auto Tiering

Auto Tiering is the automated progression or demotion of data across different tiers (types) of
storage devices and media. The movement of data takes place in an automated way with the help
of software and is assigned to the related media according to performance and capacity
requirements. It also includes the ability to define rules and policies that dictate if and when data
can be moved between the tiers, and in many cases provides the ability to pin data to tiers
permanently or for specific periods of time.

New created auto tiering pool is based on thin provisioning technology. Each tier is a disk group.
Every tier must have the same disk quantity when creating a tiering pool as a base unit of disk
group. Maximum quantity of disk in a disk group is 8. For example, you can select 4 SSDs, 4 SAS
HDDs, and 4 NL-SAS HDDs. The storage architecture of an auto tiering pool is on the following.
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Any tier (disk group) which contains disk drives can be added to an auto tiering at any time to
increase the capacity of the pool. The same rules as thin provisioning and better performance
consideration, every new added tier (disk group) must have the same quantity of disk drives. A
thin provisioning pool can have up to 32 disk groups with each disk group containing up to 8 disk
drives. For tiering, the quantity of lowest tier (disk group) must be larger or equal to the higher
ones. The maximum capacity of each disk group is 64TB. So the maximum capacity in a system
is 256TB.

Table 1-6 Auto Tiering Pool Parameters

Item Value
Maximum Tiers 4

Maximum Tier (Disk Group) Quantity in a Pool 32

Maximum Disk Drive Quantity in a Tier (Disk Group) 8

Maximum Disk Drive Quantity in a Pool 256 (=32 x 8)
Maximum Capacity of a Tier (Disk Group) 64 TB
Maximum Thin Provisioning Pool Capacity per System 256 TB

In our advanced implementations, auto tiering includes the ability to select policies that dictate if
and when data can be moved between the tiers, and in many cases provides the ability to pin data
to tiers permanently or for specific periods of time. For more information, please see Auto Tiering
chapter.

1.3.3. SSD Caching

Smart Response Technology (also known as SSD caching) allows a solid-state drive to function
as cache for a hard disk drive (HDD). It is secondary cache that improves performance by keeping
frequently accessed data on SSDs where they are read far more quickly than from HDDs. One or
more SSDs can be assigned to a single volume to provide the SSD cache. Note that the capacity
allocated to the cache is not available for regular data storage. Currently, the maximum SSD
cache capacity in a system is 3.6TB.

Table 1-7 SSD Caching Parameters
Item Value

Maximum SSD Capacity Support per System 3.6TB

For more information, please see SSD Caching chapter.

NOTE:

Auto Tiering vs. SSD Caching: A key difference between tiering and caching
is that tiering moves data to SSD instead of copying it, both from slower
storage to faster storage and vice versa. Caching is essentially a one-way
transaction. When the cache is done with the data it was accelerating it
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simply nullifies it instead of copying it back to HDD. The important difference
between moves and copies is that a cache does not need to have the
redundancy that tiering does. Tiering stores the only copy of data for
potentially a considerable period of time so it needs to have full data
redundancy like RAID or mirroring.

Total storage capacity in auto tiering is a sum of all individual tier capacities
whereas in caching, the cache capacity does not add to the overall slower
storage capacity. This is one of the key differences. In addition, SSD caching
affects rapider than auto tiering because auto tiering will be affected by
relocation the data in a period of time. So SSD caching warm-up timeframe is
usually minutes/hours whereas tiering warm-up is usually in days.

Snapshot

A volume snapshot is the state of a system at a particular point in time. It uses the copy-on-write
on the volumes to copy the changed blocks, just before they are going to be overwritten. These
snapshots have backup data at a point in time. When disaster takes place, (e.g. virus attack, data
corruption, human errors and so on), the important data can be restored through the state of any
time which was previously captured in case.

Besides snapshot and rollback, SAN OS provides more than these basic functions. The data of
taken snapshots can be reviewed by user via mapping a LUN in advance, the benefit of this could
be see whether the snapshot is taken successfully, and which snapshot will be rollback if disaster
happens. In addition, we provide writable snapshot which extends the copy-on-write approach by
disassociating any blocks modified within the snapshot from their "parent” blocks in the original
volume for development and testing. And also schedule snapshots to back up data automatically.

The maximum snapshot quantity per volume is 64, and the maximum volume quantity for
snapshot is also 64. So a system can have 4,096 snapshots.

Table 1-8 Snapshot Parameters

Item Value

Maximum Snapshot Quantity per Volume 64

Maximum Volume Quantity for Snapshot 64

Maximum Snapshot Quantity per System 4,096 (= 64 x 64)
Maximum Snapshot Space Capacity of a Thin Provisioning 128 TB

Volume

For more information, please see Managing Snapshots section in Data Backup chapter.

Local Clone

Local clone function has another physical data copy as the original volume. It's an asynchronous
local clone base on snapshot technology. At the beginning, copy all data from the source volume
to target. It is also called full copy. Afterwards, take a snapshot on source volume and then copy
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delta data to perform the incremental copy. In addition, we also provide schedule local clone
function which will execute a clone task automatically.

For more information, please see Managing Local Clones section in Data Backup chapter.

1.3.6. Remote Replication

Remote replication function prevents primary site failure by replicating data to the remote sites.
It's convenient to implement over Ethernet. It's an asynchronous replication base on snapshot
technology. Same as local clone, remote replication must have full copy and then incremental
copy. Besides schedule remote replication, we also provide traffic-shaping to manage network
bandwidth used by replication on rush hours, to leave the network bandwidth for critical
transactions to use.

Although full copy through limited network bandwidth spends very long time, we provide local
volume cloning and then covert to remote replication. This can reduce lots of time required at the
initialization of the remote replication

For more information, please see Managing Remote Replication section in Data Backup chapter.

1.3.7. Fast Rebuild

When executing rebuild, the Fast Rebuild feature skips any partition of the volume where no write
changes have occurred, it will focus only on the parts that have changed. This mechanism may
reduce the amount of time needed for the rebuild task. It also reduces the risk of RAID failure
cause of reducing the time required for the RAID status from degraded mode to healthy. At the
same time, it frees up CPU resources more quickly to be available for other I/0 and demands. For
more information, please refer to Fast Rebuild White Paper. The document is available at this
website:

https://www.qgsan.com/en/download.php?cid=&keywords=Fast+Rebuild&act=query
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iSCSI Port Onboard LANT IP IP:10.10.1.1 IP:
Address at Controller 1 SM: 255.255.255.0 SM:
GW:10.10.1.254 GW:
Default Gateway
iSCSI Port Onboard LAN2 IP IP:10.10.2.1 IP:
Address at Controller 1 SM: 255.255.255.0 SM:
GW:10.10.2.254 GW:
iSCSI Port Onboard LAN1 IP IP:10.20.1.1 IP:
Address at Controller 2 SM: 255.255.255.0 SM:
GW: 10.20.1.254 GW:
Default Gateway
iSCSI Port Onboard LAN2 IP IP:10.20.2.1 IP:
Address at Controller 2 SM: 255.255.255.0 SM:
GW: 10.20.2.254 GW:
Entity Name Ign.2004-08.com.gsan
iSNS IP Address (Option) 10.1.1.1
CHAP Accounts (Option) Username: chap1 Username:
Secret: 123456789012 Secret:
Fibre Channel Ports Configuration
Table 2-3 Fibre Channel Ports Check List
Item Example Planning
Fibre Channel Slot1 at Link Speed: Automatic Link Speed:
Controller 1 Topology: Point-to-Point Topology:
Fibre Channel Slot1 at Link Speed: Automatic Link Speed:
Controller 2 Topology: Point-to-Point Topology:
Pools Configuration
Table 2-4 Pools Check List
Item Example Planning
Pool Name P1
Pool Type Auto Tiering
Disks SSD: 4x 100GB SSD:
SAS: 4x 600GB SAS:
NL-SAS: 4x 4,000GB NL-SAS:
RAID Level RAID 5

Estimate Capacity

14,700GB (= 100GB x 3 +
600GB x 3 + 4,000GB x 3)
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Volumes Configuration

Table 2-5 Volumes Check List

QSAN

Item Example Planning
Volume Name V1-AP1

Capacity 8,000GB

Snapshot Space 1,600GB

Volume Type For RAID Usage

SSD Caching SSD: 1x 400GB SSD:
Item Example Planning
Volume Name V2-AP2

Capacity 2,000GB

Volume Type For Backup Usage

Snapshot Space 400GB

SSD Caching SSD: None SSD:
LUN Mappings Configuration

Table 2-6 LUN Mappings Check List

Item Example Planning
Volume Name V1-AP1

Protocol iSCSI

Target 0

LUN LUN O

Item Example Planning
Volume Name V2-AP2

Protocol FCP

Target 2000001378123456

LUN LUNO

Hardware Configuration Planning

After verifying that you have the storage and all of the peripheral equipment that you purchased, it
is important to carry out proper planning before the actual physical installation. Install the
hardware as described in XCubeSAN Hardware Manual. The document is available at the website:

https://www.gsan.com/en/download.php?cid=&keywords=XCubeSAN+Hardware+Manual&act=q

uery
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2.1.4.

Please make sure all the cables (including power, Ethernet, fibre channel, and SAS cables) are
connected properly.

Management IP Configuration Planning

Prepare a storage system configuration plan by the network administrator. The plan should
include network information for the management port. If using static IP addresses, please
prepare a list of the static IP addresses, the subnet mask, and the default gateway. If using dual-
controller, please prepare double settings. The management IP address is associated with one of
the controller. Should this controller go offline (planned or unplanned), the management IP
address fails over to the other controller.

iISCSI Configuration Planning

Although SAN is a private network environment, IP addresses of iSCSI data ports should be
planned, too. Optionally, CHAP security information, including CHAP username and secret should
be prepared.

For an iSCSI dual-controller system, recommend to install an iSNS server on the same storage
area network. For better usage of failover, the host must logon the target twice (both controller 1
and controller 2), and then the MPIO should setup automatically. More advanced, all the
connections among hosts (with clustering), switches, and the dual-controller are recommended
as redundant as below.

Host / Server Host / Server

|EB_E_| GBE |E3_5_|

Gigabit switch :: :: Gigabit switch :: ::

controller 1 controller 2

Figure 2-1  Dual-controller Topology
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Fibre Channel Configuration Planning

SAN can be used with a fibre channel host configuration. User should consider the fibre channel
typology, either direct-attach to HBA or connection with fibre channel switch. User should know
the WWNN / WWPN of HBA or switch for fibre channel access control.

Storage Configuration Planning

This is the most important part to use the SAN storage. In chapter 1 Overview, we describe thick
provisioning, thin provisioning, SSD Caching, auto tiering, and their comparison. You should know
their benefits. Depend on your application, estimated volume capacity, and disk failure risk; you
should have a well storage plan. Complete all storage configuration planning tasks before you
configure the system.

Planning the Disks

To plan the disk drives, determine:

. The cost/performance ratio of the disk type.
. Estimate the total capacity of the system.

. Whether the disk drives are SSDs.

. Quantity of spare disks.

Planning the Pools

Necessary activities:
. The pool name.

. According to the pool and disk characteristics, such as total capacity, budget, performance,
and reliability, determine a pool type (thick, thin provisioning, or auto tiering) and a RAID
level of storage systems to use. For example, create a pool which is grouped by RAID 10 for
performance and RAID 5 in another storage pool for achieve.

. Plan to extent the capacity of the storage pool in the future.

Planning the Volumes

A volume is a member of the pool. Before you create a volume, determine:
. The volume name.

. The volume capacity. If you want to use snapshot, reserve some snapshot space from pool.
We suggest reserving 20% of the volume capacity at least.

. Whether the cache mode for the volume is either write-back or write-through. The default is
Enable Cache Mode (Write-back cache).

. Plan the volume capacity for local clone or remote replication.
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2.1.7. Miscellaneous Configuration Planning

During the initial setup of the system, the initial configuration wizard asks for various information
to be prepared during the installation process. The information in the following checklist is helpful
to have before the initial configuration is performed.

. System name allows maximum 32 characters.
. Administrator password allows maximum 16 characters.

. The date and time can be manually entered, but to keep the clock synchronized, recommend
using a NTP (network time protocol) service.

. DNS (Domain Name Service) server address provides a means to translate FQDN (Fully
Qualified Domain Name) to IP address. Some notification services need DNS setting.

After the initial configuration, you might want to configure the notification.
. SMTP server and mail address to direct alerts the notifications to user.
. Syslog server address to log the events.

. SNMP (Simple Network Management Protocol) trap to send system event logs to SNMP
trap agent.

2.2. System Management

The web user interface is used to configure, manage, and troubleshoot the storage system. It is
used to configure RAID arrays and volumes, map volumes to a LUN, replace and rebuild failed
disk drives, and expand the volumes.

It allows for troubleshooting and management tasks, such as checking the status of the storage
server components, updating the firmware, and monitor storage server.

The web user interface also offers advanced functions, such as thin provisioning, auto tiering,
SSD caching, snapshots, local clones, and remote replication.

This section describes system management using the web user interface, serial console, and
SSH (secure shell) remote access.

2.2.1. Web User Interface

A web browser is used for graphic user interface access. It supports most common web
browsers.

Supported Browsers

The approved client browsers include:

. Google Chrome 45 and newer (Windows, Mac)
. Firefox 39 and newer (Windows)

. Internet Explorer 10 and 11 (Windows)

. Safari 5.1 and newer (Mac)

20 © Copyright 2016 QSAN Technology, Inc. All Right Reserved.



2.3.

2.3.1.

QSAN

Be sure to connect the LAN cable to the management port of the system.

Accessing the Management Web User Interface

The default management IP address is DHCP (Dynamic Host Configuration Protocol), we will
describe how to find the IP address later in First-time Setup section. If you have already known
the management IP address, please enter the IP address into your browser to display the
authentication screen.

. http(s)://<Host name or IP Address>

Welcome to XCubeSAN

Username:
Password:
English v Login

Figure 2-2  Login Page of web Ul

To access the web user interface, you have to enter a username and password.
. Username: admin

. Password: <Your Password> (Default: 1234)

First-time Setup

This section describes how to perform a first-time system setup. Although the default
management IP address is DHCP, we provide QFinder and QCentral utilities to search QSAN
products on LAN. They are also highly portable software. You can search the management IP
address via these utilities, and then login to execute the initial configuration wizard.

The latest utilities can be downloaded at the website:
. QFinder Utility:

https://www.qsan.com/en/download.php?cid=&keywords=QFinder+utility&act=query

. QCentral Utility:

https://www.qgsan.com/en/download.php?cid=&keywords=QCentral+utility&act=query

QFinder and QCentral are java based programs. To execute this program, JRE (Java Runtime
Environment) is required. You can visit the following websites to download and install JRE.

http://www.java.com/en/download/

QFinder Utility
After JRE is installed, run the QFinder.jar program. The main page will be displayed.
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Function Icons Information Area

o
®

Rescan About Exit

Figure 2-3  QFinder Utility

Select a system by System Name. Double click the column will open a browser to manage the
system.

2.3.2. QCentral Utility

After JRE is installed, run the QCentral.jar program. The main page will be displayed.
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Figure 2-4  QCentral Utility

Select a system by System Name. Click Connect button will open a browser to manage the
system.

2.3.3. Initial Configuration Wizard

This section describes how to complete the initial configuration, including the following tasks:
. System Setup

. Network Setup

. Initial Configuration Summary

If you just completed the initial configuration setup, that wizard automatically redirects to the
SAN Storage and this wizard will not be shown again until reset to system default. Otherwise,
complete the following steps to complete the initial configuration.

1. In QFinder or QCentral, find the managed system. Click the system will open a browser to
system login page as shown in Figure 2-2.

2. Toaccess the web user interface, you have to enter a username and password. The initial
defaults for administrator login are:

o Username: admin

° Password: 1234
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Initial Configuration

Network Setup System Name : XCubeSAN 3 (Maximum 32 Characters)
Summary

NewPassword: = sesssses

Re-type New Password :  sssssses

# Keep Current Time 2016/5/26 15:5:6

Manual Setting :

Synchronize with a NTP (Network Protocol Time) server automatically

System Name : (GMT+08:00) Taipei

Figure 2-5 Initial Configuration Step 1

3. Enter a System Name, The maximum length of name is 32 characters. Valid characters are
[A~Z | a~z | 0~9 | ~l@#%"&*()-_+={}[]:;<>.2I/ ].

4.  Change Admin Password, The maximum length of name is 12 characters.

5.  Set up the Date and Time. Date and time can be set by manually or synchronized with a NTP
(Network Time Protocol) server.

6. Select a Time Zone depend on your location.

7.  Click Next button to proceed.

| Initial Configuration

DHCP
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Figure 2-6 Initial Configuration Step 2

8.  Confirm or change the management port IP address and DNS server. DNS (Domain Name
System) provides a means to translate FQDN (Fully Qualified Domain Name) to IP address.
Some notification services need DNS setting.

9.  Click Next button to proceed.

Initial Configuration

System Name XCubeSAN
Date and Time Keep Current Time
Time Zone (GMT+08:00) Taipei

Figure 2-7 Initial Configuration Step 3

10. Verify all items, and then click Finish button to complete the initial configuration. You have
to login as new IP address of management port and new admin password next time.
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3. User Interface Overview

This chapter provides an overview of the web user interface.

3.1. Getting Started

This section provides information about accessing the management web user interface and
describes the layout of the system panel.

3.1.1. Accessing the Management Web Ul

To access the management web user interface, open a supported web browser and enter the
management IP address or Hostname of the system. If you complete the initial configuration
process, the browser will redirect to the new IP address of management port. The login panel is
displayed, as shown in Figure 3-1.

Welcome to XCubeSAN

Username:

Password:

English v Login

Figure 3-1  Login Page of web Ul

To access the web user interface, you have to enter a username and password.
. Username: admin

. Password: <Your Password>

3.1.2. System Panel Layout

When the password has been verified, the home page is displayed. As shown in Figure 3-2, the
System panel has five main sections:

J System Name

. Function Menu

. F