&QRsan

MAKING DATA SMART

Qsan Document - White Paper

How to configure iSCSI initiator in ESXi 6.x

Version 1.0
May 2015



== Qsan Document — White Paper %Qsan

Copyright

Copyright@2004~2015, Qsan Technology, Inc. All rights reserved. No part of this document may be reproduced or
transmitted without written permission from Qsan Technology, Inc.

Trademarks

All products and trade names used in this manual are trademarks or registered trademarks of their respective
companies.

Qsan Technology, Inc.

4F., No.103, Ruihu St.,
Neihu Dist., Taipei City 114,
Taiwan (R.0.C.)

Tel: +886-2-7720-2118
Fax: +886-2-7720-0295

Email: sales@gsan.com
Website: www.gsan.com

Copyright@2004~2015 Qsan Technology, Inc. All Rights Reserved. 2


mailto:sales@qsan.com
http://www.qsan.com/

== Qsan Document — White Paper

fQRsan

Introduction
In this document, we will guide users to understand how to use the software iSCSI initiator in ESXi
6.x to connect to Qsan AegisSAN LX P400Q dual controller system. We will also demonstrate the
steps pertaining to how multipath 1/0 be configured with P400Q for achieving the expected
throughput.
Environment
Host: VMware ESXi server 6.0
NICs: VMnic2 (management)
VMnicO/VMnicl (used for connecting to P400Q)
Storage: Qsan AegisSAN LX P400Q-D316

Controller firmware:

V3.5.1

iSCSI data port:

172.16.135.10/24
172.16.136.10/24

LUN attached:

target10, LUNO, 3TB

Diagram
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Configuration

Logging iSCSI target using software iSCSI initiator

Users can either use VMware vSphere client or VMware Web client to configure the software iSCSI
initiator. We are using VMware vSphere client to connect to the ESXi server directly as an example
here.

1. Login the ESXi server from VMware vSphere Client.

2. In Configuration tab, modify Networking setting to add a VMkernel network (It is the

TCP/IP stack which handles traffic for ESXi server services, such as vMotion, iSCSI, and NFS).

Getting Started ' Summary ' Virtual Machines ' Resource Allocation ' Performance Users | Events ' Permissions

Configuration'
Hardware View: |vSphere Stangdard
Health Status Networking Refresh | Add Networking..] Prop

Processors
Memory TEch: vSwitchd Remove,., Properties...

L=

Storage Virtual Machine Port Group Physical Adapters
£ VM Network e B vmnic2 1000 Full |63
Storage Adapters = | 1 virtual machine(s)
Network Adapters WIN2K8R2 B
Advanced Settings VMkemne! Port
Power Management 3 Management Network Q.

vmkO0 : 192.168.136.190

3. Make sure the VMkernel connection is selected.
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Connection Type
Networking hardware can be partitioned to accommodate each service that requires connectivity.

Connection Type
— Connection Types

" virtual Machine
Add a labeled network to handle virtual machine network traffic.

* VMkernel

The VMkernel TCP/IP stack handles traffic for the following ESXi services: vSphere vMotion, iSCSI, NFS
and host management.

Create the first virtual switch and make sure to choose the right network interface which is

connected to the same network with P400Q iSCSI data port.

VMkernel - Network Access
The VMkernel reaches networks through uplink adapters attached to vSphere standard switches.

Connection Type Select which vSphere standard switch will handle the network traffic for this connection. You may also create a new
Network Access vSphere standard switch using the undaimed network adapters listed below.

+

& (Create a vSphere standard switch Speed etworks
Intel Corporation 82574L Gigabit Network Connection
v B vmnico 1000Ful  None
m @ vmnict 1000 Full  None

¢ Use vSwitcho Spee

Intel Corporation 82572EI Gigabit Ethernet Controller
I B vmnic2 1000 Full 192,168.0.1-192, 168.255.254

Preview:

VMkemz! Port

Physical Adapters
VMkernel Q-B—.u vmnic0

< Back II Next > I Cancel

| ro—

Specify Network Label and setup a proper VMkernel network IP which is used to connect to

the iSCSI data port of P400Q.
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VMkernel - Connection Settings

Use network labels to identify VMkernel connections while managing your hosts and datacenters.

|vMkernel-iscst1]

fone @ =

I™ Use this port group for vMotion

I~ Use this port group for Fault Tolerance logging
I~ Use this port group for management traffic

Connection Type Port Group Properties
Network Access
- Connection Settings Network Label:
VLAN ID (Optional):
Preview:
Wkeme! Port

VMkernel-iSCSI1

Physical Adapters
gg—c- vmnic

< Back | Next > Cancel

6. Check all configurations are correct, and then click Finish button.
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Ready to Complete
Verify that all new and modified vSphere standard switches are configured appropriately.

Connection Tvpe Host networking willindlude the following new and modified standard switches:
Network Access Preview:
+ Connection Settings = i ol e
VMkeme! Port ysical Adaptars
Swnmary. VMkernel-i5CSIL e. B vmnico
172.16.136.1

In order to create a multipath 1/0 session to the iSCSI target, it’s necessary to add another

VMkernel network, and we suggest to add another vSwitch for separating the network

segment and preventing getting user confused

Getting Started . Summary  (Wirtual Machines», Resource Allocation | Performance

Users

Events ' Permissions

Hardware View: |vSphere Standards
Health Status Refresh |Add Networking}. Properties..
Processors
Memory Remove,., Properties..,
Virtual Machine Port Group — - Physical Adapters
3 VM Network 9. B vmnic2 1000 Full §3
A [ | 1 virtual machine(s)
Network Adapters WIN2K8R2 B4
Advanced Settings VMkema! Port
Power Management £3 Management Network g<
vmk0 : 192.168.136.190
Software "

Licensed Features

Standard Switch: vSwitch1 Remove... Properties..,
Time Configuration

: WMkemz! Port — - Physical Adapters

DNS and Routing 3 VMkernel-iSCSI1 g ED vmnic0 1000 Full 63
Authentication Services vmk1 : 172.16.136.1
Virtual Machine Startup/Shutdown —
Virtual Machine Swapfile Location
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Ready to Complete
Verify that all new and modified vSphere standard switches are configured appropriately.
Connection Type Host networking will indude the following new and modified standard switches:
Network Access Preview:
+ Connection Settings i % P A
Mkamel Port hysical Adapters
unmay VMkernel-iSCSI2 Q. BB vmnict
172.16.135.1

<Bak |[ Fmsn | conce

8. In Configuration tab, select Storage Adapters to list all available storage adapters. Choose

iSCSI Software HBA and click Properties to modify the settings.
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9. In iSCSI initiator Properties, select General tab and click Configure to enable iSCSI initiator.

10. Next, please add another VMkernel port (default is one only) into the iSCSI initiator, so that

the multipath session can be created smoothly.
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11.

@ iSCSI Initiator (vmhba34) Properties — -

) e @

Genera| Network Configuration | Dynamic Discovery | Static Discovery |

VMkernel Port Bindings:

Port Group | VMkernel Adapter | Port Group Policy

| Path Status |

® VMkernel-iSCSI2 (vSwitc... vmk2 & Compliant

Not Used

Remove
VMkernel Port Binding Details:
Virtual Network Adapter
VMkernel: vmk2
Switch: vSwitch2
Port Group: VMkernel-iSCSI2
Port Group Policy: @ Compliant
IP Address: 172.16.135.1
Subnet Mask: 255.255.255.0
Physical Network Adapter
I Name: vmnicl
Device: Intel Corporation 82574L Gigabit Network Connection
Link Status: Connected
Configured Speed: 1000 Mbps (Full Duplex)
oo |
@ iSCSI Initiator (vmhba34) Properties — - @J = | &

Genera| Network Configuration | Dynamic Discovery | Static Discovery |

VMkernel Port Bindings:

Port Group | VMkernel Adapter | Port Group Policy

| Path Status |

® VMkernel-iSCSI2 (vSwitc... vmk2 & Compliant

Not Used

Remove
VMkernel Port Binding Details:
Virtual Network Adapter
VMkernel: vmk2
Switch: vSwitch2
Port Group: VMkernel-iSCSI2
Port Group Policy: 6 Compliant
IP Address: 172.16.135.1
Subnet Mask: 255.255.255.0
Physical Network Adapter
Name: vmnicl
Device: Intel Corporation 82574L Gigabit Network Connection
Link Status: Connected
Configured Speed: 1000 Mbps (Full Duplex)

_cese |

Z)

Go to Static Discovery tab, click Add button to set iSCSI target IP, here is iSCSI data port of

P400Q.
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TIP
~ v
l% The iSCSI target ign can be found on web Ul. Remember that the ign is different

if you are connecting to the iSCSI data port of controllerl and controller2 from
ESXi server.
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12. A Rescan window will pop up after the configuration is finished, click Yes button to rescan

all devices.

r S
Rescan LJ

A rescan of the host bus adapter is recommended for this configuration
Ll; change. Rescan the adapter?

Yes | No I

13.  After rescanning, the available LUNs will be listed in the Details column when selecting the
iSCSI software adapter. Although only one LUN is created on P400Q, there are two

different physical paths to the same LUN, therefore the system displays two different

records to the same LUN here.
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Add a new storage using the iSCSI LUN

1. The LUN will be used as a virtual disk of the created guest OS. In Configuration tab, select

Storage and click Add Storage.

2. Select Disk/LUN, and click Next button.
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3. Select Qsan iSCSI Disk, and click Next button.

GOSN Disk/LUN Name, Identifier, Path ID, LUN, Capacity, Expandable or VMFS Label c... ~ |
Name | Path 1D | 'LUN | Drive Type | Capadity |
Qsan iSCSIDisk (naa.209a0013789...  ign.2004-08.com.... 0 Non-5D 293TB
< m ] »
< Back I Next > Cancel
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4, Enter a name for the new datstore, and click Next button.

5. Click Next button.
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Disk/LUN - Formatting

Specify the maximum file size and capacity of the datastore

= DiskALUN

6. Check all settings, then click Finish button.

Ready to Complete
Review the disk layout and dlick Finish to add storage
+ Disk/AUN Disk layout:
Ready to C

Device Drive Type Capadty LUN
Qsan iSCSI Disk (n2a.209a001378... Non-SSD 2.93TB 0

Location
Jvmfs/devices/disks/naa.2092a00137890be00

Partition Format
GPT

Primary Partitions Capadity
VMFS (Qsan iSCSI Disk (naa.209a0... 2.93TB

File system:

Properties
Datastore name: iSCSI storage on P400Q

Formatting
File system: vmfs-5
Block size: 1MB
Maximum file size: 2.00TB

<gack [ Fsh | concel
7. A new storage is added under Datastores of the ESXi server. The ESXi server provides

settings to the multipath I/O. We can select the iSCSI storage and click Properties to modify

the settings.
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8. Select Manage Paths button.

9. In Manage Paths window, it will display how many paths connect to this LUN and what path
is active now. The policy is in Fixed mode by default, it can be modified by the drop-down
menu. There are three types available, Fixed, Most Recently Used, and Round Robin. The
difference between Fixed and Most Recently Used is that Fixed will make the active path to
failback once the preferred path is restored from a failure status, but Most Recently Used
policy will keep the active path stay in used. Fixed and Most Recently Used policies will use
only one path to transfer the iSCSI network traffic at the same time, whereas Round Robin
policy will use all available paths to transfer the data. Remember to click Change button for

applying the setting.
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Add a new HDD to the created guest OS using the added datastore

1. Now the datastore can be added as a virtual disk of guest OS. Right click on the guest OS

and select Edit Settings.
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2. In the Hardware tab, click Add button.

3. Select Hard Disk, and click Next button.
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4, Choose Create a new virtual disk, and click Next button.

5. Select Specify a datastore or datastore cluster, and click Browse button.
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6. Select iSCSI storage on P400Q, and click OK button.

7. Leave all settings by default, click Next button.
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8. Check all settings, then click Finish button.

9. Verify that the multipath is working by IOmeter on the created guest OS.
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10. In this case we only have two iSCSI connections to the iSCSI target on P400Q, so the

maximum throughput we get is expected.

Logging iSCSI target directly from the guest OS

Users may also log in the iSCSI target on P400Q directly from the created guest OS, however,
before you try to do so, please make sure the LUN will only be used by this guest OS, otherwise
you have to confirm that there is LUN masking well-configured on the P400Q, to prevent any

possibility of data inconsistency caused by multiple host log in the same LUN in the same time.

1. Remove the new added Hard disk on the guest OS.
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@ WIN2K8R2 - Virtua n
Hardware | Options | Resources | Virtual Machine Version: 11 /&
i This device has been marked for removal from the virtual
I~ Show All Devices Add... : s been maked fox ey
Hardware | Summary 15 7o el the removal, dick the Restore button,
MR Memory 4096 MB
i cpus 1 | Options
Video cartfl Video card & & From virtal ;
& VMCIdevice Deprecated
@ SCSI controller 0 LSI Logic SAS " Remove from virtual machine and delete files from disk
% CD/DVD drive 1 [datastore1] ISO/7600....
|=1_Hard disk1 Virtual Disk .
oppy drive 1 Client Device
B Network adapter1 VM Network
OK Cancel
4
2. Remove the new added datastore on ESXi server.

3. Log out both of the iSCSI targets.
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4, Add a new VM port group to each created vSwitch (VMkernel-iSCSI1, iSCSI2).
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Ports | Network Adapters |

Networking hardware can be partitioned to accommodate each service that requires connectivity.

Configuration | Summary | [} YBphere Standard Switch Properties e
fF vswitch 120 Ports € Number of Ports: 120
© VMkemnel-iSCS1  vMotionand IP ...
—Advanced Properties
MTU: 1500
r—Default Policies
Security
Promiscuous Mode: Reject
MAC Address Changes: Accept =
Forged Transmits: Accept i
Traffic Shaping
Average Bandwidth: -
Peak Bandwidth: -
Burst Size: -
Failover and Load Balancing
Load Balancing: Port ID
Network Failure Detection: Link status only
Notify Switches: Yes T
Failback: Yes
Baihs U Active Adapters: vmnic) -
Close |
Connection Type

Connection Type

—Connection Types
@ virtual Machine
Add a labeled network to handle virtual machine network traffic.

" VMkernel

The VMkernel TCP/IP stack handles traffic for the following ESXi services: vSphere vMotion, iSCSI, NFS,
and host management.

< Back I Next > I

Copyright@2004~2015 Qsan Technology, Inc. All Rights Reserved.
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Virtual Machines - Connection Settings
Use network labels to identify migration compatible connections common to two or more hosts.

Connection Type

5. And so on for the other vSwitch, there will be another 2 VM port group available for VM

guest OS.

6. Add 2 more Ethernet NIC to the created guest OS, using the VM port group that is created.
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Hardware | Options | Resources |

I~ show All Devices Add... | Remove |

Virtual Machine Version: 11 .

Hardware | Summary i
R Memory 4096 MB

[ cpus 1

@ Video card Video card

& VMCIdevice Deprecated

@© scslcontroller 0 LSILogic SAS

7. Configure the new added 2 NICs on the guest OS, so that the guest OS can ping to iSCSI data
port on the P400Q, and log in the iSCSI target.
8. Verify the performance via IOmeter.
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lometer 1.1.0

234.49 MBPS (223.63 MiBPS)

All Managers - Total MBs per Second (Decimal)

— Settings ~Test Controls——————————————
Total MBs per Second (Decimal) I
Nexst >> I Stop |

Range |0 [~ Show Trace

Conclusion

Qsan AegisSAN LX series products provide Active-Active dual controller and support ALUA, user
don’t have to pre-configure any option on P400Q system to achieve the redundancy between ESXi
server and P400Q, just make sure the multipath I/O session is well-configured and the

failover/back mechanism will automatically be executed once one of controllers gets failed.
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Applies To

i AegisSAN LX FW 3.5.1
i AegisSAN Q500: FW 3.5.0

Reference

o VMware documentation

https://www.vmware.com/support/pubs/

Obsolete

i Qsan White Paper
QWP200802-P150C-Connect_P150C_with_iSCSI_initiator_in_ESX3.5.pdf
QWP200917-P300H-Connect_P300H_with_iSCSI_initiator_in_ESX4.0.pdf
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