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  Review Guideline 1 

Overview - Built for Work, Designed to Impress 
The most advanced modern technology meets the most outstanding QSAN storage yet. The result of this 
combination? A whole new era of power, performance and capacity. XCubeSAN XS5200 series gives all the 
business customers the performance and reliable storage you need. Now with the newest generation Intel 
Xeon processor, QSAN thoughtfully created the XS5200 series for work intensive business critical 
applications. 

XS5200 series proudly supports a complete range of enclosure form factors from 2U 12bay, 2U 26bay to 3U 
16bay and 4U 24bay. Especially 2U 26bay model – XS5226-D is the world’s highest density SAN in 2U form 
factor. 26 bays can be configured as 24+2 combination, 24 stands for 24 bays for data capacity and 2 
stands for 2 bays for SSD caching use. It will efficiently improve the performance of system. 

 

 

XCubeSAN XS5226 

 

Innovated Hardware Design & Stunning Performance 
In order to handle the volume and velocity of the ever increasing data, XS5200 series is built on the next 
generation storage platform with the upmost quality. Hardware innovations include the following. 

World’s First 2U 26bay Enclosure 
More durable than its predecessor, and part of the most durable QSAN XS5200 SAN family, the new XS5226-
D undergoes extensive testing to ensure it can survive business customers’ everyday workday, and features 
premium materials like enhanced HDD tray and HDD door; which make QSAN can be the global first one to 
create the 2U 26 bays storage system. 

QSAN takes a new approach to use Talc in plastic compounds, which will stiffen thermoplastics, increase 
thermal conductivity & deflection temperature, enhance the strength; and our advanced mechanical 
technology comes with Glass Fiber Reinforced Plastic to create the new durability in solid structure design. 
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Storage pool configuration for throughput performance test 
Each pool accessed by FC connection is composed of three SAS SSDs. Each pool provides one volume and 
mapped to one FC port. Totally, 24x SAS SSD drives are involved. 

 8 pools: RAID 0, 3 SSDs per pool, one 16Gb FC port to access one pool 

Settings to get best IOPS and throughput  
Please make sure that FC HBA registry setting’s queue depth is set to 255. Take QLogic FC HBA registry 
setting for example in the following screenshot. 

 

 
 

In order to get the best IOPS, please change settings on FC HBA registry and Iometer. Iometer setting: 
outstanding I/O set to 256, transfer request size set to 512B. 

In order to get the best throughput, please set Iometer settings: transfer request size to 1MByte and 
outstanding I/O to 16. 

Pool and volume creation  
Please follow below procedures to setup your storage pools and volumes for performance evaluation. 

1. Step1. Click Pools under STORAGE MANAGEMENT, then click Create Pool icon to open Create Pool 
window. 

Assign Pool Type to Thick Provisioning. Enter Pool Name for the pool and maximum length is 16 
characters. Select Preferred Controller from the drop-down list, I/O resources will be managed by the 
preferred controller; this option is only available on dual controllers system. Press Next button when all 
settings are done. 
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2. Step2. Select 2x SAS SSD drives for thin provisioning pool. Check 2x SAS SSD drives from the drive 
table for new pool use, then press Next button. 

3. Step3. Select RAID level to RAID 0 for pool, then press Next button. 

4. Step4. Set Disk Properties if necessary. When disk properties set is done, press Next button to get 
summary of new pool. 

 

 

 

5. Step5. Create a volume that allocated from above new pool. Click Volumes under STORAGE 
MANAGEMENT, then click Create Volume icon to open Create Volume window. 
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6. Step6. Volume advance settings by default settings. Press Next button. 

7. Step7. Summary of new volume are shown as below. Press Finish button. 

 

 

 

IOmeter Configuration 
 Version 2006.07.27 Dynamo 

 Queue Depth (QD, outstanding I/Os): 

set to 256 for IOPS performance test 

set to 16 for throughput performance test 

 Test cases 
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  Review Guideline 13 

QThin (Thin Provisioning) 
Please check https://www.qsan.com/en/software.php?no=71D34464  

Fast Rebuild 
Please check https://www.qsan.com/en/software.php?no=71D34464  

QCache (SSD Caching) 
Please check https://www.qsan.com/en/software.php?no=71D34464 or download the white paper at 
https://www.qsan.com/data/editor/files/QWP201402-SSD_Caching_v1_3.pdf  

iSCSI Force Field for Data Security 
Please check https://www.qsan.com/en/software.php?no=71D34464 

Service, Support & More Information 

Product Support 
XS5200 series including XS5226-D is covered by a 3 year limited warranty. Technical support and related 
downloads are offered via QSAN official website at http://www.qsan.com  

Purchasing Information 
XCubeSAN XS5200 series products are available at popular resellers and distributors worldwide. For more 
information, please visit “Where to Buy” section in http://www.qsan.com 

 

For assistance during your evaluation, please contact: 

marketing@qsan.com 

QSAN Technology, Inc. 

+886 (0)2 7720-2118 ext 166 
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