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Notices

This document could include typographical errors or technical inaccuracies. Changes are made

to the document periodically. These changes will be incorporated in new editions of the
publication. QSAN may make improvements or changes in the products. All features, functionality,
and product specifications are subject to change without prior notice or obligation. Document
contained herein is subject to change without notice.

The references in this document to non-QSAN websites are provided for convenience only. They
do not in any manner serve as an endorsement of those websites. The documents at those
websites are not part of the materials for QSAN products. Using those websites is at your own
risk.

Any performance data contained herein was determined in a controlled environment. Therefore,
the results obtained in other operating environments may vary significantly. Some measurements
may have been made on development-level systems and there is no guarantee that these
measurements will be the same on generally available systems. Furthermore, some
measurements may have been estimated through extrapolation. Actual results may vary. Users of
this document should verify the applicable data for their specific environment.
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Configure iSCSI Initiator

Executive Summary

In this document, we will guide users to understand how to use the software iSCSI initiator in
VMware® ESXi 6.x to connect to QSAN XCubeSAN dual controller system. We will also
demonstrate the steps pertaining to how multipath 1/0 be configured with XCubeSAN for
achieving the expected throughput.

Audience

This document is applicable for QSAN customers and partners who are familiar with QSAN
products. Any settings which are configured with basic operations will not be detailed in this
document. If there is any question, please refer to the user manuals of products, or contact QSAN
support for further assistance.

Test Environment

Host
o 0S: VMware ESXi server 6.0

. NICs:
VMnic2 (management)

VMnic0/VMnic1 (used for connecting to XS5216-D)

Storage
¢ QSAN XCubeSAN XS5216

Firmware Version: 1.0.0
iSCSI data port: 172.16.135.10/24 & 172.16.136.10/24
LUN Mapped: target0, LUNQ, 3TB

Diagram

Configure iSCSI Initiator 1
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Figure 1 Test Diagram

Configuration Guide

Logging iSCSI Target Using Software iSCSI Initiator

Users can either use VMware vSphere client or VMware Web client to configure the software

iSCSl initiator. We are using VMware vSphere client to connect to the ESXi server directly as an
example here.

1. Login the ESXi server from VMware vSphere Client.

vmware

VMware vSphere”

Client

@ All vSphere features introduced in vSphere 5.5 and beyond are
available only through the vSphere Web Client. The traditional
vSphere Client will continue to operate, supporting the same
feature set as vSphere 5.0.

To directly manage a single host, enter the IP address or host name.
To manage multiple hosts, enter the IP address or name of a

vCenter Server,
1P address /Name:  [192. 168,136,190 | |
User name: [root '
Password: jesse

™ Use Windows session credentials

2 © Copyright 2016 QSAN Technology, Inc. All Right Reserved.
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2. In Configuration tab, modify Networking setting to add a VMkernel network (It is the TCP/IP
stack which handles traffic for ESXi server services, such as vMotion, iSCSI, and NFS).

Getting Started ' Summary ' Virtual Machines ' Resource Allocation ' Performance Users ' Events ' Permissions

Configuration
Hardware View: |vSphere Standard
Health Status Networking Refresh | Add Networking..{ Prop

Processors
Memory Tech: vSwitch0 Remove,., Properties...

Storage Virtual Machine Port Group Physical Adapters
61 VM Network 0. BB vmnic2 1000 Full G2
Storage Adapters B | 1 virtual machine(s)
Network Adapters WIN2K8R2 i}
Advanced Settings VMkems! Port
Power Management 7 Management Network 8.

vmk0 : 192.168.136.190

s |

3.  Make sure the VMkernel connection is selected.

Connection Type
Networking hardware can be partitioned to accommodate each service that requires connectivity.

Connection Type
i~ Connection Types

 Virtual Machine
Add a labeled network to handle virtual machine network traffic.

* VMkernel

The VMkernel TCP/IP stack handles traffic for the following ESXi services: vSphere vMotion, iSCSI, NFS
and host management.

4.  Create the first virtual switch and make sure to choose the right network interface which is
connected to the same network with XCubeSAN XS5216 iSCSI data port.

Configure iSCSI Initiator 3
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VMkernel - Network Access
The VMkernel reaches networks through uplink adapters attached to vSphere standard switches.

Connection Type Select which vSphere standard switch will handle the network traffic for this connection. You may also create a new
Network Access vSphere standard switch using the undaimed network adapters listed below.

& (Create a vSphere standard switch Speed etworks
Intel Corporation 82574L Gigabit Network Connection
v B vmnico 1000Ful  None
I~ B vmnic 1000Ful  None

¢ Use vSwitcho Speed etwo
Intel Corporation 82572E1 Gigabit Ethernet Controller
I~ B vmnic2 1000 Full 192,168.0.1-192, 168.255.254

Preview:

VMkema! Port

VN‘Ikeme] g

< Back Il Next > I Cancel

—1

5. Specify Network Label and setup a proper VMkernel network IP which is used to connect to
the iSCSI data port of XCubeSAN XS5216.

VMkernel - Connection Settings
Use network labels to identify VMkernel connections while managing your hosts and datacenters.

Connection Type Port Group Properties
Network Access
- Connection Settings Network Label: [1#kernel-scsti]

VLAN ID (Optional): [None @) ~|
I~ Use this port group for vMotion
I~ Use this port group for Fault Tolerance logging
I~ Use this port group for management traffic

< Back I Next > I Cancel

4 © Copyright 2016 QSAN Technology, Inc. All Right Reserved.
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VMkernel - IP Connection Settings
Specify VMkernel IP settings

Connection Tvpe " Obtain IP settings automatically
Network Access & % g
=i Connection Settings * Usethe = =
IP Settings IP Address: 2723, oA . 2354 . it
Subnet Mask: 2hod. 255 . 20 . 10
VMkernel Default Gateway: ]
Preview:

VMkemel Port Physical Adapters
VMkernel-iSCSI1 0. B vmnico
172.16.136.1

<Back Next > Cancel

6. Check all configurations are correct, and then click Finish button.

Ready to Complete
Verify that all new and modified vSphere standard switches are configured appropriately.
Connection Type Host networking will include the following new and modified standard switches:
Network Access Preview:
+ Connection Settings
iRy VMkeme! Port
VMkernel-iSCSI1
172.16.136.1

< Back | Finish I Cancel

In order to create a multipath 1/0 session to the iSCSI target, it's necessary to add another

7.
VMkernel network, and we suggest to add another vSwitch for separating the network

segment and preventing getting user confused

Configure iSCSI Initiator 5
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Hardware

Getting Started | Summary (Wirtual Machines:. Resource Allocation

Performance
| vSphere Standard.&w

[T MERLIN Users. | Events,.' Permissions

View:

Health Status
Processors
Memory

Network Adapters

Advanced Settings

Power Management

Properties..

Refresh |Add Networking.} .

Remove..,

Properties..,

Virtual Machine Port Group Physical Adapters

{3 VM Network (X BB vmnic2 1000 Full | §3
= |1 virtual machine(s)

WIN2K8R2 @

VMkems! Port
[3 Management Network 0.

vmk0 : 192.168.136.150

Software

Licensed Features
Standard Switch: vSwitchl

VWMkemsl Port
3 VMkernel-iSCSI1 (X
vmk1 : 172.16.136.1

Time Configuration

DNS and Routing

Authentication Services

Virtual Machine Startup/Shutdown
Virtual Machine Swapfile Location

Connection Type
Networking hardware can be partitioned to accommodate each service that requires connectivity.

Remove.., Properties...

Physical Adapters

B vmnic0 1000 Full G2

Connection Type

—Connection Types
© virtual Machine
Add a labeled network to handle virtual machine network traffic.

* vMkernel

and host management.

The VMkernel TCP/IP stack handles traffic for the following ESXi services: vSphere vMotion, iSCSI, NFS,

< Back I Next > I

Cancel
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VMkernel - Connection Settings
Use network labels to identify VMkernel connections while managing your hosts and datacenters.

Connection Type  boet Group Properties
Network Access
- Connection Settings Network Label: |vMkernel-scst2]
VLAN ID (Optional): |None (0) ~|
™ Use this port group for vMotion
I~ Use this port group for Fault Tolerance logging
[~ Use this port group for management traffic
Preview:
VMkemel Port Physical Adapters
VMkernel-iSCSI2 QB_. B vmnict

< Back I Next > Cancel
VMkernel - IP Connection Settings
Specify VMkernel IP settings
Connection Type € Obtain IP settings automatically
Network Access AT 3
- Connection Settings ® Usethe 51
IP Settings IP Address: 472, 6% . 1351 . B
Subnet Mask: 2505 . 2553 . 2554 . ED;
VMkernel Default Gateway: |

Preview:

VMkemsl Port
VMkernel-iSCSI2
172.16.135.1

< Back Next > Cancel

Configure iSCSI Initiator 7
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Ready to Complete
Verify that all new and modified vSphere standard switches are configured appropriately.

Connection Type Host networking will include the following new and modified standard switches:
Network Access Preview:
+ Connection Settings il o
VMkeme! us
Y, VMkernel-iSCSI2
172.16.135.1

<ak |[ Fmsh | cance

8. In Configuration tab, select Storage Adapters to list all available storage adapters. Choose
iSCSI Software HBA and click Properties to modify the settings.

Getting Started | Summary | Virtual Machines | Resource Allocation | Performance [ LLE L) . Users | Events | Permissions

Hardware Storage Adapters Add... Remove Refresh Rescan All...

Health Status Shaute I Type [ |

P iSCSI So re Adapter
rocessors

Meinony a34 iSCSI iqn.1998-01.com. y-esxi6-4a273%4b: |

.~ 1CH10 2 port SATA IDE Controller

Storage

i & vmhbal Block SCSI
—_ ”3 @ vmhba33 Block SCSI

|+ Storsoe Adapters \.\ ICH10 4 port SATA IDE Controller

Network Adapters Block SCSI

Advanced Settings @ vmhbas2 Block SCSI

Power Management

Software

Licensed Features

Time Configuration Details

DNS and Routing

Authentication Services """:’?34 o Properties...
B Model: iSCSI Software Adapter

Vi M t Wi
uial Mescl i Stawlap Stk iSCSI Name: ign. 1998-01.com.vmware:antony-esxi6-4a27394b

Virtual Machine Swapfile Location iSCSI Alias:

Security Profile Connected Targets: 0 Devices: 0 Paths: 0

Host Cache Configuration
System Resource Reservation View: [Fewces B'—th—le
Agent VM Settings Name | Identifier F

Advanced Settings

9. IniSCSl initiator Properties, select General tab and click Configure to enable iSCSI initiator.

8 © Copyright 2016 QSAN Technology, Inc. All Right Reserved.
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iguration | Dynamic Discovery | Static Discovery
Name: ign. 1998-01.com.vmware:antony-esxi6-4a27394b
Alias:
Target discovery methods:  Send Targets, Static Target
Software Initiator Properties
[ Status: Enabled
CHAP. Advanced... Configure
Close
%7

10. Next, please add another VMkernel port (default is one only) into the iSCSl initiator, so that
the multipath session can be created smoothly.

11. Go to Static Discovery tab, click Add button to set iSCSI target IP, here is iSCSI data port of
XCubeSAN XS5216.

.
(3 iSCSl Initiator (vmhba37) Properties =] 8] % |

General ] Network Configuration ] Dynamic Discnveryl Static Discovery I 1

Discovered or manually entered iSCSI targets:

iSCSI Server Location | Target Name |
s
(5) Add Static Target Server u
iSCSI Server: |172.16.136.10 3
Port: 3260

iSCSI Target Name: |)04-08.com.qsan:xs5224—000 1246a0:dev0.ctr]

Parent:

EQ Authentication may need to be configured before a session can
be established with the spedified target.

CHAP... | Advaniced..,

Configure iSCSI Initiator 9



QSAN

@ iSCSI Initiator (vmhba37) Properties

General | Network Configuration | Dynamic Discovery ~ Static Discovery |

Discovered or manually entered iSCSI targets:

iSCSTI Server Location
172.16.136.10:3260

| Target Name |
1gn.2004-08.com.qsan:xs5224-0001246a0:dev0... ‘

=]

(5) Add Static Target Server

ISCSI Server: |172.16.135.10

Port: |3260

iSCSI Target Name: l)lJ‘H!B.mm.qsm:x55224-0001246a0:dev0.dr2

Parent:

@ Authentication may need to be configured before a session can
be established with the specified target.

NOTE:

The iSCSI target ign can be found on web Ul. Remember that the ign is
different if you are connecting to the iSCSI data port of controller1 and
controller2 from ESXi server.

XS5224-1246A0

8 DASHBOARD

@ SYSTEM SETTINGS
General
Management Port
Power
Notification
Maintenance

Q HOST CONFIGURAFION
Overview

iSCSI Ports
Fibre Channel Ports

12. A Rescan window will pop up after the configuration is finished, click Yes button to rescan

all devices.

iISCSI Ports H ISCSI Settings ‘ CHAP Accounts H Sessit

ISCSI Targets

Controller 1

<< first <p next> last>>

10

Target Name
iqn.2004-08.com.gsan:xs5224-0001246a0:dev0 ctr1

iqn.2004-08.com.gsan:xs5224-0001246a0:dev1.ctr1

v 2 None  ign.2004-08.com.gsan:xs5224-0001246a0:dev2.ctr1
v 3 None  ign.2004-08.com.gsan:xs5224-0001246a0:dev3.ctr1
= 4 None inn 20N4_NA2 ~Aam ncan-veR224_NNN124RaN-Aauvd ~tr1

10 © Copyright 2016 QSAN Technology, Inc. All Right Reserved.
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Rescan

==

o Avrescan of the host bus adapter is rec

1_'& change. Rescan the adapter?

ded for this configurati

Yes | No I
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13. After rescanning, the available LUNs will be listed in the Details column when selecting the
iSCSI software adapter. Although only one LUN is created on XCUBESAN XS5216-D, there
are two different physical paths to the same LUN, therefore the system displays two
different records to the same LUN here.

Getting Started ' Summary ' Virtual Machines ' Resource Allocation

Performance

Users ' Events ' Permissions

Hardware Storage Adapters Add... Remove Refresh Res
Health Status adss ['Type PWwN |
Processors 15CSI Software Adapter
oy @ vmhba34 iSCSI ign.1998-01.com.vmware:antony-esxi6-4a273%4b: |
Stocage ICH10 2 port SATA IDE Controller

. & vmhbal Block SCSI
Aethoriog @ vmhba33 Block SCSI
Vi Sk Aieptera ICH10 4 port SATA IDE Controller
Netivork Adepters © vmhbao Block SCSI
Advanced Settings © vmhba32 Block SCSI
Power Management

Software
Licensed Features
Time Configuration rDetails
DNS and Routing G b
Authentication Services btk

: i : Model: iSCSI Software Adapter
i S iSCST Name: iqn. 1998-0l.com.vn':ware:anmny-es>66-4az7394b
Virtual Machine Swapfile Location iSCSI Alias:
Security Profile Connected Targets: 2 Devices: Paths: 2
Host Cache Configuration - Devices| P
System Resource Reservation rew: SR Rens
Agent VM Settings Runtime Name | Target LUN | status |
Advanced Settings I vmhba34:C1:T2:L0  ign.2004-08.com.gsal 0 @ Active
vmhba34:C0:T0:L0  ign.2004-08.com.gsar 0 @ Active (I/0)

Add a New Storage Using the iSCSI LUN

1. The LUN will be used as a virtual disk of the created guest 0S. In Configuration tab, select

Storage and click Add

Storage.

Configure iSCSI Initiator 11



Getting Started ' Summary ' Virtual Machines ' Resource Allocation ' Performance  JeGliilslNeidsl) . Users ' Events ' Permissions

Hardware View: Devites e —
Health Status )pm{ Refresh  Dele; Add Storage...
Processors Identification Z i [Drive Type | Capadity | Free | Type

o= datastorel Local ATA Disk (t... Non-SD 1.81TB 170 TB VMFSS

Networking

Storage Adapters
Network Adapters
Advanced Settings
Power Management

Software
[ 1

2.  Select Disk/LUN, and click Next button.

Select Storage Type
Specify if you want to format a new volume or use a shared folder over the network.

- Disk/LUN - Storage Type

* Disk/LUN
Create a datastore on a Fibre Channel, iSCSI, or local SCSI disk, or mount an existing VMFS volume.

" Network File System
Choose this option if you want to create a Network File System.

@ Adding a datastore on Fibre Channel or iSCSI will add this datastore to all hosts that have access
to the storage media.

< Back I Next > I Cancel

3.  Select Qsan iSCSI Disk, and click Next button.

12 © Copyright 2016 QSAN Technology, Inc. All Right Reserved.
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= DiskAUN Disk/LUN Name, Identifier, Path ID, LUN, Capacity, Expandable or VMFS Label c... v
Name | PathID | LUN - | Drive Type | Capadity |
Qsan iSCSIDisk (naa.209a0013789...  ign.2004-08.com.... 0 293 TB
< n »
<Back I Next > I Cancel
2
Current Disk Layout

You can partition and format the entire device, all free space, or a single block of free space.

Dis

UN

Select Disk/LUN
Current Disk Layout

Review the current disk layout:

Device Drive Type Capacit
Qsan iSCSI Disk (naa.209a001... Non-SSD 2.93TB
Jvmfs/devices/disks/naa.209a00137890be00

Unknown

The hard disk is blank.

2.93TB 0

There is only one layout configuration available. Use the Next button to proceed with the other wizard

pages.

A partition will be created and used

4.
5,

<Back I

Next > Cancel

Enter a name for the new datstore, and click Next button.

Click Next button.

Configure iSCSI Initiator 13
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Disk/LUN - Formatting
Specify the maximum file size and capacity of the datastore

= Disk/LUN Capadty
Select Disk/LUN
Current Disk Lavout & Maximum available space
Sone " Custom space setting
Formatting

3 GB of 3000.00 GB available space

< Back I Next > I Cancel

6. Check all settings, then click Finish button.

7. Anew storage is added under Datastores of the ESXi server. The ESXi server provides
settings to the multipath I/0. We can select the iSCSI storage and click Properties to modify
the settings.

8.  Select Manage Paths button.

9. In Manage Paths window, it will display how many paths connect to this LUN and what path
is active now. The policy is in Fixed mode by default, it can be modified by the drop-down
menu. There are three types available, Fixed, Most Recently Used, and Round Robin. The
difference between Fixed and Most Recently Used is that Fixed will make the active path to
failback once the preferred path is restored from a failure status, but Most Recently Used
policy will keep the active path stay in used. Fixed and Most Recently Used policies will use
only one path to transfer the iSCSI network traffic at the same time, whereas Round Robin
policy will use all available paths to transfer the data. Remember to click Change button for
applying the setting.

NOTE:
For more details, please refer to the Best Practice document - BP-Best

Configuration to maximize performance in ESXi environment.

Add a New HDD to the Created Guest OS Using the Added Datastore

1. Now the datastore can be added as a virtual disk of guest OS. Right click on the guest OS
and select Edit Settings.

14 © Copyright 2016 QSAN Technology, Inc. All Right Reserved.



E 192.168.136.190
& »

Power
Guest
Snapshot

Open Console

»
»

[Eﬁ Edit Settings... |

Rename

Add Permission... Ctrl+P

Report Performance...

Open in New Window... Ctrl+Alt+N

2.  Inthe Hardware tab, click Add button.

() WIN2KBR2 - Virtual |
Hardware IOphonsI Resources |

[~ Show All Devices

Hardware | Summary |
MR Memory 4096 MB

I cpPus 1

Video card Video card

& VMCI device Deprecated

@ SCSI controller 0 LSI Logic SAS

% CD/DVD drive 1 [datastore1] 1S0/7600....
& Harddisk1 Virtual Disk

é Floppy drive 1 Client Device

B Network adapter1 VM Network

Virtual Machine Version: 11 /&

3.  Select Hard Disk, and click Next button.

QSAN
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(&) Add Hardware =

Device Type
What sort of device do you wish to add to your virtual machine?

Device Type Choose the type of device you wish to add.

This device can be added to this Virtual Machine.

N2, SCSI Device

< Back I Next > Cancel

4. Choose Create a new virtual disk, and click Next button.

5.  Select Specify a datastore or datastore cluster, and click Browse button.

(&) Add Hardware -

—

Create a Disk
Specify the virtual disk size and provisioning policy

Device Type — Capadty

Select a Disk A [ﬁ. [ﬁ

Create a Disk e S =
[ Disk Provisioning

% Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed
" Thin Provision

[~ Location
" _Store with the virtual machine

¢ specify a datastore or datastore duster:

! _srowse... |

< Back I Next > Cancel

6. Select iSCSI storage on XS5216, and click OK button.

16 © Copyright 2016 QSAN Technology, Inc. All Right Reserved.



QSAN

(%) Select a datastore or datastore cluster - l & =&
Select a datastore or datastore duster:
Name | Drive Type | Capacity | Provisioned | Free | Type | Thin Provisioning |
E datastorel Non-SD 1.81TB 150.90 GB 1,66 TB VMFS5 Supported
iSCSIstorage.. Non-SD 29378 987.00 MB 2.93TB VMFSS Supported |
|
J=i0
|
Concel

7.  Leave all settings by default, click Next button.
8.  Check all settings, then click Finish button.

9. Done

Logging iSCSI Target Directly from the Guest OS

Users may also log in the iSCSI target on XCUBESAN XS5216-D directly from the created guest
0S, however, before you try to do so, please make sure the LUN will only be used by this guest OS,
otherwise you have to confirm that there is LUN masking well-configured on the XCUBESAN
XS5216-D, to prevent any possibility of data inconsistency caused by multiple host log in the
same LUN in the same time.

—_

Remove the new added Hard disk on the guest OS.
2. Remove the new added datastore on ESXi server.
3.  Log out both of the iSCSI targets.
4

Add a new VM port group to each created vSwitch (VMkernel-iSCSI1, iSCSI2).

Configure iSCSI Initiator 17
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Ports | Network Adapters |

CorgUTIton i | [~ vSphere Standard Switch Properties A
1 vswitch 120 Ports € Number of Ports: 120
@ VMkernel-iSCSIL  vMotion and P ...
[—Advanced Properties
MTU: 1500
[~ Default Policies
Security
Promiscuous Mode: Reject
MAC Address Changes: Accept .
Forged Transmits: Accept i
Traffic Shaping
Average Bandwidth: -
Peak Bandwidth: -
Burst Size: =
Failover and Load Balancing
Load Balancing: Port ID
Network Failure Detection: Link status only
Notify Switches: Yes I
Failback: Yes
Add... Active Adapters: vmnic0 o
Close ‘
Connection Type
Networking hardware can be partitioned to accommodate each service that requires connectivity.
Connection Type
—Connection Types
@ vVirtual Machine
Add a labeled network to handle virtual machine network traffic.
" VMkernel
The VMkernel TCP/IP stack handles traffic for the following ESXi services: vSphere vMotion, iSCSI, NFS,
and host management.

< Back I Next > I

Cancel

18 © Copyright 2016 QSAN Technology, Inc. All Right Reserved.
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Virtual Machines - Connection Settings
Use network labels to identify migration compatible connections common to two or more hosts.

Connection Type Port Group Properties
Connection Settings
Network Label: VM Network 2 -iscst1]
VLAN ID (Optional): {None (0) |
Preview:
Virtual Machine Port Group Physical Adapters
VM Network 2 - iSCSI1 g BB vmnico
VMkemel Port
VMkernel-iSCSI1 (o}

vmk1 : 172.16.136.1

< Back I Next > I Cancel I

5. And so on for the other vSwitch, there will be another 2 VM port group available for VM
guest OS.

6. Add 2 more Ethernet NIC to the created guest OS, using the VM port group that is created.

(5) Add Hardware - X
- —
Device Type
[ What sort of device do you wish to add to your virtual machine?
Device Type

Choose the type of device you wish to add.

i~ Information
This device can be added to this Virtual Machine.

< Back I Next > I Cancel
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Hardware IOpﬁons | Resources | Virtual Machine Version: 11 ,
[ show All Devices Add... Re

Hardware | Summary |

R Memory 4096 MB

Id cPUs 1

Video card Video card

& VMCIdevice Deprecated

e SCSI controller 0 LSI Logic SAS

% CD/DVD drive 1 [datastore1] 1S0/7600....

& Harddisk1 Virtual Disk

& Floppydrive1 Client Device

BB Network adapter1 VM Network

BB New NIC (adding) VM Network 2 - iSCS...

BB New NIC (adding) VM Network 3 - iSCS...

oK Cancel

7.  Configure the new added 2 NICs on the guest OS, so that the guest OS can ping to iSCSI
data port on the XS5216, and log in the iSCSI target.

8. Done.

Conclusion

QSAN XCubeSAN series products provide Active-Active dual controller and support ALUA, user
don’t have to pre-configure any option on XCubeSAN system to achieve the redundancy between
ESXi server and XCubeSAN, just make sure the multipath I/0 session is well-configured and the
failover/back mechanism will automatically be executed once one of controllers gets failed.

Apply To
. XCubeSAN Series
. AegisSAN Q500 Series
. AegisSAN LX Series
. AegisSAN V100 Series

Reference

VMware Documentations

. https://www.vmware.com/support/pubs/

20 © Copyright 2016 QSAN Technology, Inc. All Right Reserved.


https://www.vmware.com/support/pubs/

QSAN

Obsolete QSAN White Paper
¢ QWP200802-P150C-Connect_P150C_with_iSCSI_initiator_in_ESX3.5.pdf

. QWP200917-P300H-Connect_P300H_with_iSCSI_initiator_in_ESX4.0.pdf
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